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1 Executive Summary 

This documents presents results from the inter-comparison of inversions of CO2 NEE surface 
fluxes over Europe assimilating the CO2 observations from the continuous surface network, 
using different atmospheric transport models and inversion approaches, but systematically 
carried out using the Community Inversion Framework (CIF). CIF allows to compute inversions 
using different atmospheric transport models and inversion approaches, with the guarantee of 
consistency within all application cases, in terms of algorithms for the common components 
of the inversion problem. The consistency includes fully consistent definition of the control 
vector (resolution, scale, structure of uncertainties), and the observation vector (including data 
selection and observational errors specified in the inversion), common pre-processing, 
operations within the inversion computations, as well as post-processing. We carried out 
inversions with the models LMDZ, CHIMERE, STILT, ICON-ART and WRF-Chem, with the 
variational and the Ensemble Square Root Filter methods, all the parameters not directly 
linked to these models and approaches being identical. The raw differences between 
inversions from one model to the other, or from one method to the other, at the model and 
inversion resolutions are large. The aggregation of the results at larger scales (e.g., over 
countries, or group of countries) are much more consistent across the different inversions. Our 
results are a break through compared to previous inter-comparison exercises as differences 
can precisely be attributed to transport and/or methodological uncertainties . We conclude that 
for the European CO2 inversions, the denser part of the surface observation network (in 
France, Germany, Scandinavia, and British Isles) is sufficient to limit the impact of transport 
and methodological uncertainties on inversion results. Conversely, in regions with sparse 
networks, such as in the Iberian and Italian peninsulas, inversion results are very uncertain, 
due to large spread between inversion methods and transport model. The Community 
Inversion Framework will be used in the future to conduct traceable and systematic inversions 
applied to different scales and regions of the world, different species, including CH4 and N2O 
in particular, and different data streams (including satellite platforms). 

 

2 Introduction 

2.1 Background 

Transport errors represent one of the largest sources of uncertainties in atmospheric 
inversions. They impair our ability to compare observations with simulations in a consistent 
and suitable way. Yet, their quantification, and even more, the quantification of the error in the 
flux estimates due to these errors, proved very challenging in the past because research 
groups performing inverse modelling experiments can usually only afford to employ one 
specific transport model in their inversion system because these groups have developed 
inversion system around a specific and thus single transport model. Using different transport 
models driven by different inversion systems, with inversion set-ups and intermediate 
operations not fully consistent with each other, it was difficult to unequivocally attribute errors 
in the flux estimates to transport only, and not to the inversion system as a whole. Still, such 
estimates have been the cornerstone of the practices within inversion community for more 
than two decades, with long-term inter-comparison efforts, such as the TRANSCOM exercise, 
which over the course of the years allowed to improve community practices and identify fix 
deficiencies and caveats in inversion (Engelen et al., 2002; Gurney et al., 2002; Law et al., 
2003; Gurney et al., 2003; Baker et al., 2006; Patra et al., 2011; Peylin et al.,2013; Basu et 
al., 2018; Chevallier et al., 2019). Similarly, inversion groups often use different data 
assimilation methods to solve their inversion cases. Most inversion teams rely on either 
variational inversion or ensemble-based inversions, with their strengths and caveats, but 
potentially inducing methodological uncertainties due to different approximations in all 
methodological approaches 
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We propose to take full advantage of a new community tool, the Community Inversion 
Framework (CIF) to rigorously assess the impact of transport and methodological errors in the 
present task. CIF was developed during the H2020 project VERIFY as an open-source flexible 
research suite for inversion studies. The main purpose behind this new numerical system was 
to rationalize development efforts within the inversion community by bringing existing systems 
together within a unified standardized system, sufficiently flexible to manage the connection 
between traditional inversion approaches (analytical, ensemble based and variationnal), to the 
whole range of atmospheric transport models used in the community (CHIMERE, LMDZ, 
FLEXPART, STILT, TM5, ICON-ART, WRF-Chem). CIF was applied on test cases at the 
regional scale in Europe in the project VERIFY with a variety of models (CHIMERE and 
FLEXPART for CH4). Here, the objective is to clearly identify the impact of transport 
uncertainties, as well as methodological uncertainties on retrieved fluxes. To do so, we 
designed a strict protocol with identical input, configuration and processing of outputs. We 
chose the year 2019 for CO2 NEE fluxes in Europe, using surface observations to carry out 
uncertainty quantification using different models (in particular, a set of Eulerian models and 
one Lagrangian model, and regional and global models, as well as online and off-line models 
in terms of computation of meteorological forcing fields) in different inversion set-ups, including 
the underlying data assimilation method (variational and ensemble methods). 

 

2.2 Scope of this deliverable 

2.2.1 Objectives of this deliverables 

The objective of this deliverable is to describe the inter-comparison exercise carried out in 
CoCO2 using the Community Inversion Framework for CO2 NEE fluxes at the regional scale 
in Europe using surface observations. We describe the system used for the inter-comparison, 
the overall protocol and data exchange process, as well as results from the inter-comparison 
exercise. 

2.2.2 Work performed in this deliverable 

Dedicated technical developments in CIF were carried out for the present deliverable. 
Numerous inversions and simulations were performed to reach the objective of the deliverable. 

In particular, at the beginning of the CoCO2 project, ICON-ART and WRF-Chem were not 
implemented in CIF. STILT was not included neither, but as a Lagrangian model, we used the 
same outline as the implementation of FLEXPART, but generalizing the reading of footprints 
to STILT footprint format. 

 

2.2.3 Deviations and counter measures 

Staffing issues limited the scope of the inter-comparison, in particular in terms of the number 
of transport models used in the inter-comparison. We originally planned to include the 
FLEXPART, LOTOS-EUROS and TM5 atmospheric transport models. TM5 and FLEXPART 
have been fully implemented in CIF but could not be run within the framework of CoCO2. 
LOTOS-EUROS could not be implemented in CIF during the project. Nevertheless, as a trade-
off effort, STILT (which was not originally planned in T5.3) was implemented and used thanks 
to dedicated efforts by MPI-BGC.  

Thanks to optimization in the system, we could extend the durantion of the experiments. 
Originally, only short periods were targeted, but optimization in the system allowed us to 
compute full year inversions, hence covering a full seasonal cycle. 
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3 The Community Inversion Framework 

3.1 Background 

The Community Inversion Framework (CIF; community-inversion.eu) was initially designed in 
the frame of the H2020 project VERIFY (verify.lsce.ipsl.fr) in 2018 (Berchet et al., 2021). The 
rational for such a community to be developed was to bring the European inversion community 
together and benefit from the variety of inversion systems in Europe, while avoiding duplicated 
developments and technical efforts. The system was built as a flexible Python library (Berchet 
et al., 2022) able to apply atmospheric inversions using a large number of models, with 
different inversion methods, and with as many data streams as possible. 

CIF was used at the end of VERIFY for an  inter-comparison of CH4 inversions over Europe 
based on surface observations of methane (CH4), with the model CHIMERE and two version 
of the model FLEXPART, and using a variational inversion approach (see VERIFY deliverable 
D4.10). 

 

3.2 Inversion methods in CIF 

The purpose of Bayesian inversions is to retrieve posterior fluxes, considering observations 
and using information on atmospheric transport and chemistry from a chemistry-transport 
model. The approach can be summarized by the following system of equations: 

{

𝑝(𝑥 | 𝑦)~ 𝑝(𝑦 |𝑥)   ∙  𝑝(𝑥)

𝑝(𝑥) ~ 𝑁(𝑥𝑏 , 𝐵)

𝑝(𝑦 |𝑥) ~ 𝑁(𝑦𝑜, 𝑅) 

 

Equation 1. Bayes theorem applied to atmospheric inversions with Gaussian assumptions. 

Where 𝑥 are the flux variables to be optimized, 𝑥𝑏 represents prior fluxes to be used in the 
inversion, 𝑦𝑜 the observations to be used and R and B the covariance matrices of uncertainties 
in the observation and control space respectively. 

Under Gaussian assumption for the prior control and observation errors, the posterior 
distribution of fluxes 𝑝(𝑥|𝑦) is a normal distribution 𝑁(𝑥𝑎 , 𝑃𝑎), with 𝑥𝑎 the 
posterior fluxes and 𝑃𝑎 the posterior uncertainties on fluxes. 

𝑥𝑎 and 𝑃𝑎 are described explicitly by the following set of equations 

{
𝑥𝑎 = 𝑥𝑏 + 𝐾(𝑦𝑜 − 𝐻𝑥𝑏)

𝑃𝑎 = 𝐵 − 𝐾𝐻𝐵
 

Equation 2. Solution to the Bayes equations. 

with 𝐻 the observation operator linking fluxes to observations, including the transport model, 
but also intermediate operations, such as flux regridding, temporal interpolations, etc. 

These equations usually cannot be solved analytically as matrices (especially H) cannot be 
built explicitly and matrix inversions cannot be computed in very high dimensional problems 
with millions of unknown fluxes and tens of thousands of observations.  

To obtain posterior fluxes, numerical data assimilation methods are used. In CIF, the 
variational approach and the Ensemble Square Root Filter are implemented. Other technics 
exist, implying e.g. smart approximations of the problem such as in Yadav and Michalak 
(2013). As of today, only the variational and EnSRF approaches are implemented in CIF, as 
the two main approaches used in the community. Nevertheless, the flexibility of CIF and its 
cooperative nature leaves open the door for future implementation of other inversion technics. 

 

https://verify.lsce.ipsl.fr/images/PublicDeliverables/VERIFY_D410_Methane_and_nitrous_oxide_fluxes_from_the_CIF_v1.pdf
https://verify.lsce.ipsl.fr/images/PublicDeliverables/VERIFY_D410_Methane_and_nitrous_oxide_fluxes_from_the_CIF_v1.pdf
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3.2.1 Variational approach 

One possible way to avoid the dimension issue is the variational approach. We shorten it as 
4D-VAR in figures. Computing the normal distribution in Eq. (2) is equivalent to finding the 
minimum of the cost function: 

𝐽(𝑥) =
1

2
(𝑥 − 𝑥𝑏)𝐵−1(𝑥 − 𝑥𝑏) +

1

2
 

This cost function can be minimized using quasi-Newtonian descending algorithms based on 
the gradient of the cost function: 

𝛻𝐽𝑥 = 𝐵−1(𝑥 − 𝑥𝑏) + 𝐻𝑇(𝑅−1(𝑦𝑜 − 𝐻𝑥𝑏)) 

For the present task, we used the algorithm M1QN3 (Gilbert and Lemaréchal, 1989), 
specifically designed to solve large minimization problems. 

Variational inversions rely on the adjoint code of the transport model, which is not always 
available. CHIMERE and LMDZ have been co-developed with their adjoint code. WRF-Chem 
and ICON-ART can only compute forward computations. STILT, as a Lagrangian model, is a 
so-called auto-adjoint model, making it straightforward to compute variational inversions. 

 

3.2.1.1 Ensemble Square-Root Filter (EnSRF) 

The implementation of the Ensemble Square-Root Filter in CIF is based on the CTDAS system 
(van der Laan-Luijkx, 2017). In such system, the issue with high dimension in the system of 
Eq. (2) is avoided using three main procedures: 

• observations are assimilated sequentially in the system to reduce the dimension of the 
observation space, making it possible to compute matrix products and inverses. 

• covariance matrices are approximated with a Monte Carlo ensemble of possible control 
vectors. 

• the overall inversion window is chunked into moving windows for which an ensemble 
forward simulation is done to solve for fluxes for that period, then updates on 
concentrations are propagated to the next moving window after optimization of fluxes. 

In our case, the moving windows last 20 days with a step of 10 days between each window, 
hence allowing each 10-day interval to be optimized by 20 days of observations. 

EnSRF is used with the models ICON-ART, WRF-Chem and CHIMERE, with CHIMERE being 
used as well with the variational, thus allowing to evaluate the impact of the method on results. 

 

3.3 Available models in CIF, used in the present study 

3.3.1 CHIMERE 

CHIMERE (see https://www.lmd.polytechnique.fr/chimere/) is a non-hydrostatic Eulerian 
chemistry-transport model. Its area-limited domains can be designed to cover the hemispheric 
to the urban scales, with horizontal resolutions from several degrees to one kilometer. The 
time-steps usually cover a few minutes, depending on the CFL and choices made by the user 
for minimizing computation costs. For the purpose of flux inversions, the tangent-linear and 
the adjoint codes have been developed and parallelized, only for trace-gases (see Fortems-
Cheiney et al., 2021, their Section 3.2 for more details). The required input data are 
meteorological 3D and 2D fields (e.g. temperature, wind speed), boundary conditions for 
concentrations at the four sides and at the top of the domain and emission fluxes. The 
comparison to surface measurements is done by extracting from the model the simulated 
concentrations in the grid cell matching the stations' locations for the time-steps matching the 
measurement date and time. If the measurement covers a longer time (e.g. hourly means from 
continuous measurements), the simulated concentrations for the matching time-steps are 
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averaged. For this deliverable, CHIMERE was run using meteorological data from the 
ECMWF’s IFS operational forecast (every three hours) retrieved at 0.25° × 0.25° and 
interpolated onto the model’s grid (0.5° × 0.5°). CHIMERE extends from the surface to 200 
hPa with 17 sigma-pressure levels. 

CHIMERE has been implemented in CIF and is currently used at the regional scale over 
Europe and East Asia with greenhouse gases (CO2, CH4, N2O) and chemically active species 
(NOx, CO). It is also used at finer scale at the national scale over France, in particular in T4.4 
and T5.4 of WP4 and WP5 of CoCO2 respectively.  

 

3.3.2 STILT 

STILT (Stochastic Time-Inverted Lagrangian Transport) is a Lagrangian transport model that 
can simulate atmospheric transport and derive the sensitivity of the measurement locations to 
the underlying fluxes (Lin et al., 2003). An ensemble of virtual particles, representing an air 
parcel, is transported under the influence of advection and turbulent mixing in the atmosphere. 
In STILT, the air parcel is represented as particles of equal mass which are transported along 
a trajectory with the mean and random velocities generated using a Markov chain process. 
Lagrangian transport models have the ability to resolve atmospheric transport on sub-grid 
scales, which is expected to reduce the transport uncertainties associated with the finite grid 
restrictions. For this study, meteorological fields from the European Centre for Medium-Range 
Weather Forecasts (ECMWF) for 2019 are used to simulate tracer transport over the 
European domain. Specifically, we use short term forecasts extracted at a 0.25° x 0.25° 
horizontal and 3-hourly temporal resolution. The sensitivity “footprints” generated by STILT 
are then used in CIF for the forward simulations and the inversions.  

 

3.3.3 ICON-ART 

The Icosahedral Nonhydrostatic (ICON) Weather and Climate Model (Zängl et al., 2015) is a 

joint project between the Deutscher Wetterdienst (DWD), the Max-Planck-Institute for 

Meteorology (MPI-M), the Deutsches Klimarechenzentrum (DKRZ) and the Karlsruhe Institute 

of Technology (KIT) for developing a unified next-generation global numerical weather 

prediction (NWP) and climate modeling system. The ICON modeling framework became 

operational in DWD’s forecast system in January 2015. In addition, ICON is being deployed 

for numerical forecasting for the Swiss meteorological service, MeteoSwiss. It will replace the 

COSMO forecasting model that is currently being used.  

The Aerosols and Reactive Trace gases module (ART), developed and maintained by KIT, 

supplements ICON to form the ICON-ART model, by including emissions, transport, gas phase 

chemistry, and aerosol dynamics in the troposphere and stratosphere. 

ICON-ART is a non-hydrostatic Eulerian chemistry-transport model. Its horizontal domain is 

described by an icosahedral grid and can cover either the globe or a limited area, ranging from 

several degrees to a few kilometers. For this intercomparison, a horizontal resolution of 26 km 

(~0.35 degrees) is adopted. The vertical domain extends from the surface to an altitude of 23 

km, with 60 levels described by a height-based terrain-following vertical coordinate. 

Meteorological fields (e.g. temperature, wind speed) are computed online by the ICON model 

and, at Empa, several prognostic variables (e.g. temperature, wind speed, specific humidity…) 

are nudged towards the ERA5 reanalysis data provided by the ECMWF at a 3-hourly time 

resolution. This prevents the model from drifting away from a realistic atmospheric state. The 

ERA5 data is also used to initialize the model. For the limited-area mode, boundary conditions 

can be prescribed at the borders of the domain using external data. Emission fields for any 
transported species are processed by the Online Emissions Module (OEM; Jähn et al., 2020), 

included in ART. Output instantaneous concentrations are written at hourly resolution and are 
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temporally, vertically and horizontally interpolated offline in order to retrieve simulated 

equivalents of observations. 

 

3.3.4 WRF-Chem 

The Weather Research and Forecast (WRF) is a numerical weather prediction model 
developed at NCAR (National Center for Atmospheric Research) in Boulder, Colorado 
(Skamarock et al. 2021). WRF-Chem is the online chemistry module coupled to WRF (Grell 
et al. 2005). WRF supports a wide range of scales, from global simulations down to Large 
Eddy Simulations. Here, we use WRF version 4.4 and the passive tracer module of WRF-
Chem, also called WRF-GHG (Beck et al. 2011). For the intercomparison, WRF is driven by 
ERA5 fields (Hersbach et al. 2023) updated every three hours. ERA5 is used for the initial 
conditions, boundary conditions and continuously nudging the WRF weather solution inside 
the domain. The simulation is run at 0.5 degree horizontal resolution with 49 vertical levels up 
to 50 hPa, and a timestep of two minutes. Outputs are written hourly, which are then sampled 
and interpolated by CIF. 

 

3.3.5 LMDZ 

LMDZ is the atmospheric component of the Institute Pierre-Simon Laplace Coupled Model 
(IPSL-CM) which significantly contributed to the last three IPCC assessment reports. The 
configuration is the one developed and used for the sixth phase of the Coupled Model Inter-
comparison Project (CMIP6), except that horizontal winds are nudged to the winds analysed 
by ECMWF, and that the transport mass fluxes are computed once and for all, before being 
used off-line for tracer transport. This version has a regular horizontal resolution of 2.50o in 
longitude and 1.27o in latitude, with 79 hybrid layers in the vertical. Current or previous 
versions of LMDZ have participated in the most recent tracer transport model 
intercomparisons (e.g., Crowel et al., 2019). A detailed evaluation of the current version can 
be found in Remaud et al., 2018. 

 

3.4 Developments in CoCO2 

Despite the overall maturity of the CIF at the end of the project VERIFY, further developments 
were needed in the framework of CoCO2 to carry out a full inter-comparison. Developments 
included: 

• Integration of additional models in CIF:  
o STILT was integrated as an extension of the FLEXPART plugin, as Lagrangian 

models are very similar in structure; only the reading of STILT footprints was 
changed compared to FLEXPART original plugin 

o ICON-Art and WRF-Chem were integrated in CIF as Eulerian models. 
Considering the large data files produced by these models, dedicated 
optimization had to be done to accommodate them into CIF 

• Integration of the Ensemble Square Root Filter method: this was done with 
contributions from Empa, FMI and DLR. The integration is based on the existing 
system CTDAS (van der Laan-Luijkx et al., 2017) with dedicated optimizations and 
generalizations; we replicated their approach and adapted their codes to fit CIF 
standards and interfacing.  

• Generalization of input processing: CIF can now accommodate most emission and 4D-
fields provided as standard NetCDF files, including reading and regridding them to 
required resolution as transport model inputs; such feature guarantee the full 
consistency of surface fluxes and boundary conditions in our experiments with different 
transport models.. No pre-formatting is now required to use such files in CIF and 
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regridding and temporal resampling is automatically carried out online with CIF 
simulations. 

4 Inter-comparison inversion protocol 

4.1 Inversion of CO2 fluxes in Europe 

For our inter-comparison, we rely on the history of European inter-comparisons dedicated to 
CO2 fluxes (e.g., Monteil et al., 2020). Our work is a continuation and refinement of past 
studies. Our purpose is to assess natural terrestrial CO2 fluxes over a domain covering all 
continental Europe, the British Isles and Scandinavia. For that purpose, we use surface 
observations, as provided by the ICOS network. In particular, Net Ecosystem Exchanges 
(NEE) are very uncertain in their magnitude and seasonal timing. 

We propose to assess the impact of transport and methodological uncertainties on retrieve 
seasonal timing and magnitude of NEE fluxes. 

 

4.2 Protocol overview 

 

Figure 1: Inversion protocol. Centralized operations are carried out at LSCE. Distributed 
operations are carried out by partners at MPI-BGC, Empa, DLR, and LSCE. 

Figure 1 shows the overall protocol and exchanges between the coordination (LSCE) and 
other partners (Empa, DLR, MPI-BGC).  

First, data are collected by the coordination. Regarding observations, available observations 
are aggregated and formatted to a single file compatible with CIF. Other inputs (surface fluxes, 
4D fields used for boundary and initial conditions) are not pre-formatted. Contrary to other 
inter-comparison exercises, using the capability and flexibility of CIF, it is possible to distribute 
raw input data as such and guarantee a consistent processing of such inputs to regridded and 
reformatted model inputs. 

Partners then run forward simulations to compute simulated equivalents to observations. 

Simulated equivalents from various models are compared and aggregated to compute 
consistent transport errors to be used in inversions. 
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Curated observations, as well as observational errors and inversion configuration, are sent 
back to partners for distributed computation of inversions. 

Inversion results are stored in a consistent format by CIF, making the post processing and 
analysis of results painless and transparent. No extra processing and regridding is to be done 
by neither the partners nor the coordination for the processing of results, contrary to classical 
inter-comparison with numerous inversion systems. 

 

4.3 Transport error and inversion method uncertainties 

The main purpose of Task 5.3 was to assess inversion uncertainties arising from transport 
errors as well as from the method used to retrieve fluxes. Transport errors are quantified by 
running inversions using several transport models inside CIF, whereas method uncertainties 
are quantified by using different inversion solvers for which we only used CHIMERE. We detail 
below the models used in our study as well as inversion methods. The combinations of 
transport models and inversion methods used in our inter-comparison are detailed in Table 1. 

 

Table 1. Summary of inversions carried out in the task. 

 Inversion method 

variational EnSRF 

T
ra

n
s

p
o

rt
 

m
o

d
e

l 

CHIMERE X X 

LMDZ X  

STILT X  

ICON-ART  X 

WRF-Chem  X 

 

5 Standardized inversion set-up 

In the present section, we present the common standardized set-up used in the inversion 
experiments. 

5.1 Input data 

Our inversion set-up is based on classical CO2 inversion configurations as used in previous 
inter-comparison exercises, such as EUROCOM (Monteil et al., 2020), or VERIFY (McGrath 
et al., 2023). We detail below each category of input: observations, surface fluxes, 
meteorology, and global concentration fields used as background and initial conditions for our 
transport simulations 

5.1.1 Observations 

Our inversions use observations of CO2 atmospheric mixing ratios in Europe. We use the 
most recent data “European Obspack 2023-1 for CO2 and CH4” (ICOS RI, 2023) in our 
inversions. It includes continuous measurements from 58 stations over Europe. For the year 
2019, 47 stations are available (see Figure 2). 
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Figure 2. Map of available observation sites in 2019. 

5.1.2 Surface fluxes 

Surface fluxes are computed as the sum of anthropogenic fluxes, terrestrial ecosystem fluxes 
(more specifically: the Net Ecosystem Exchange - NEE), and oceanic fluxes. Biomass burning 
emissions are neglected in our study. We optimize NEE only in our case (see Sect. 5.2.1) 

5.1.2.1 Anthropogenic fluxes 

The anthropogenic CO2 emissions, considered as perfect and consequently not optimized in 
the inversions, are based on the spatial distribution of the EDGAR-v4.2 inventory, on national 
and annual budgets from the BP (British Petroleum) statistics and on temporal profiles at 
hourly resolution derived with the COFFEE approach (Steinbach et al., 2011, available on the 
ICOS Carbon Portal). The data is provided at 0.1°x0.1° horizontal resolution and hourly 
temporal resolution. 
 
 

5.1.2.2 Biogenic fluxes 

Biogenic fluxes are deduced from ORCHIDEE simulations. We use two sets of simulations: 
global simulations from the TRENDY project and higher resolution simulations from the project 
VERIFY over Europe. 

1. ORCHIDEE-TRENDY simulation is performed in the context of the TRENDY model-
intercomparison project. This simulation is forced with the set of inputs distributed 
within the project: CRUERA atmospherical climate forcing (global, 6-hourly, 0.5-
degree), LUH2 land-use change dataset, CO2 global atmospheric concentration data, 
Nitrogen fertilizer input datasets. All TRENDY simulations follow a unified protocol: 
model spinup re-cycling forcing from 1901-1920 with other input data from 1700 until 
reaching the equilibrium of model carbon pools (340 years of spinup in case of 
ORCHIDEE), transient simulation for 1700-1900 varying CO2 and land-use data but 
still recycling climate forcing, historical simulation for 1901-2020 varying all data inputs. 

2. The ORCHIDEE-VERIFY simulation is performed in the context of the VERIFY project 
over European region. This simulation is forced with the CRUERA dataset, which is 
the meteorological forcing derived from the ERA5-Land dataset (originally global, 1-
hourly, at 0.1-degree resolution), transformed to the VERIFY region of interest 
(35N:73N, 25W:45E, 3-hourly, at 0.125-degree resolution) and re-aligned with the 
CRU observation dataset (for air temperature, shortwave radiation, humidity and 
precipitation). For the land use the Hilda+ dataset is used, for the nitrogen inputs - the 

https://data.icos-cp.eu/portal/#{
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EMEP model outputs. The VERIFY simulation is done following the general protocol 
used in the TRENDY project. 

 

5.1.2.3 Ocean fluxes 

The ocean prior fluxes come from a hybrid product of the University of Bergen coastal ocean 
flux estimate and the Rödenbeck global ocean estimate (Rödenbeck et al., 2014). The data is 
provided at 0.125°x0.125° horizontal resolution and at daily temporal resolution. 
 

5.1.3 Meteorological fields 

Transport models need meteorological forcings for their computations. The models used for 
our inter-comparison are based on a not fully consistent approach to generate meteorological 
inputs. In all cases, the original meteorological forcing come from ECMWF products (ERA5 in 
most cases, operational forecasts in the case of CHIMERE), but with different processing. The 
different approaches is one cause of transport errors as the driving fields are not fully identical 
between transport models. 

ICON-ART and WRF-Chem are so-called online systems that compute meteorological fields 
on-the-fly. As they are regional models, they need boundary conditions for meteorology, that 
are deduced from the ERA5 dataset in both cases. 

Other models are off-line models which use pre-computed meteorological forcing interpolated 
from external datasets. STILT uses meteorological fields from ERA5 interpolated at 0.1° 
resolution. LMDZ uses pre-computed mass fluxes from the online GCM full version of LMDZ, 
nudged to ERA5 data. CHIMERE uses ECMWF forecasts interpolated at 0.5° resolution. 

 

5.1.4 Background concentration fields 

Initial, lateral and top boundary conditions for CO2 mole fractions are generated from the new 
CAMS global CO2 inversions v20r2 (Chevallier et al., 2010). The data is provided at a 
resolution of 2.50o in longitude and 1.27o in latitude and 3-hourly temporal resolution. For 
LMDZ global simulations, we use CAMS posterior fluxes outside of the European domain for 
the sake of consistency with the background used in the other models. 
 

5.2 Inversion configuration 

5.2.1 Definition of the control vector 

The control vector contains variables to be optimized by the inversion. In our case, we optimize 
NEE only at the pixel scale at the original resolution of ORCHIDEE-VERIFY of 0.1°x0.1°. This 
resolution is higher than those of the transport models. We chose such a definition to ensure 
that the original data set is optimized, independently of their resolution. CIF automatically 
computes the needed regridding from the ORCHIDEE resolution to the model resolutions. We 
decided not to optimize for boundary conditions, even though it is an acknowledge issue in 
regional inversions. We do so first as we use state-of-the-art global CO2 fields from CAMS55, 
optimized using surface measurements, thus limiting possible discrepancies with real 
background concentrations, second as the purpose of the present task is to analyse the impact 
of transport errors. The impact of background errors needs to be discussed in dedicated spin-
off works to cover all aspects of uncertainties in inversions. 

We optimize scaling factors with a temporal resolution of 10 days, with no temporal 
correlations of errors. Still, as classically done in CTDAS applications (e.g., van der Laan-
Luijkx et al., 2017), propagation weights are applied from one assimilation step to the next one 
in the EnSRF cases.  
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5.2.2 Definition of the observation vector 

The observation vector is directly defined from hourly measurements as provided in the ICOS 
ObsPack dataset (ICOS RI, 2023), containing high accuracy CO2 dry air mole fractions from 
58 ICOS and non-ICOS European observatories. We do not select all available data, but 
instead keep only afternoon values for near-surface and coastal sites, and night-time values 
for mountain sites. 

While afternoon hours are defined as times from 12:00 to 16:00 UTC, night-time hours for 
mountain sites are times from 00:00 to 04:00 UTC. 

 

5.2.3 Definition of uncertainties 

5.2.3.1 Model-data mismatch 

We describe the uncertainty in observation space (𝑅) as a combination of instrument 
uncertainty and transport model uncertainty. Using the spread of the models in their 
contribution from the background and the surface fluxes, it is possible to compute the 
observation uncertainty that is used for the inversion. For a given observation point, we use 
the formula: 

𝜖𝑡𝑜𝑡
2 = 𝜖𝑜𝑏𝑠

2 + 𝜖𝑒𝑚𝑖𝑠
2 + 𝜖𝑏𝑔

2  

with 𝜖𝑒𝑚𝑖𝑠 the standard deviation of simulations from surface fluxes, 𝜖𝑏𝑔 the standard deviation 

of simulations from the background and 𝜖𝑜𝑏𝑠 the instrument error as specified in the raw 

observation files. Covariances between observational errors were ignored. 

 

5.2.3.2 Control vector uncertainties 

Uncertainties in the control vector are deduced from the values of respiration as given in the 
ORCHIDEE-VERIFY dataset over Europe at 0.1x0.1° resolution, similarly to what is classically 
done in CO2 inversions over Europe (e.g., Broquet et al., 2013; Monteil et al., 2020). The 
uncertainties standard deviation is computed as 100% of the respiration flux for each land 
pixel. We also apply non-diagonal terms on the control vector uncertainty covariance matrix 
using isotropic spatial correlations with an e-fold decreasing correlation using a correlation 
length of 200 km (see Broquet et al., 2013). The number of spatial degrees of freedom per 10-
day window thus amounts to 15188. 

 

6 Results 

6.1 Forward simulations and comparison of models 

The initial step in the inter-comparison involved distributing reference data files and adapting 
configuration files to run forward simulations with all models. Figure 3 shows examples of 
simulated time series at the observation sites NOR and SMR. At first glance, all models are in 
agreement with the observations and with each other, although deviations can reach a few 
ppm. 

Running separate simulations with no background or no surface fluxes in the domain of 
transport simulations allows us to separate the influence of the background at the observation 
sites, as well as the contribution from surface fluxes inside Europe. Figure 4 illustrates 
examples of the background simulations, while Figure 5 displays time series of flux 
contributions. In general, all five models are in agreement regarding the background and 
surface flux contributions. 
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Figure 3. Example of hourly simulated (using prior fluxes) and observed time series  
at two observation sites (NOR and SMR) for afternoon times. 

 

Figure 4. Example of simulated influence  
of the background at NOR and SMR. Same as Figure 3. 

 

Figure 5. Example of simulated influence of surface fluxes 
in Europe at NOR and SMR 

 

We represent in Figure 6 the average of the hourly surface flux and background errors by 
station; to compute the average, we actually take the mean of the variances for a given station, 
and then take the square root. A few outliers appear in terms of background errors and 
emission errors. LMP and FKL are stations very close to the South of the domain; such 
locations will be strongly influenced by any discrepancy in the CAMS-derived background, 
hence their high overall background errors. Background errors arise from lateral boundary 
conditions being slightly different between models as they do not have the exactly same 
horizontal extent and from different transport of background concentrations within the domain. 
HEI, IPR and JUE stations have very strong surface flux errors, proving that the transport 
models have difficulties to represent properly emission (or sink) influence to these stations. 
HEI station is nearby the city of Heidelberg, with strong anthropogenic emissions in pixels 
nearby the station, proving difficult to represent in a consistent manner. Similarly, IPR is a site 
close to the Milano metropolis, with strong anthropogenic sources. Moreover, IPR is on a 
mountain ridge on the foothills of the Alps mountains, making it particularly challenging to 
represent in transport models. JUE is a countryside site, in Western Germany, nearby the 
Belgium and Netherlands borders. This site is influenced by both strong anthropogenic and 
biogenic fluxes which prove challenging to represent in a consistent manner by models; this 
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is explained by strong surface fluxes in the same grid cells as the station, inducing large 
aggregation errors in the models. This would be related to the fact that models experience 
more difficulty to represent source-receptor relationship close to emission hotspots, rather 
than long-range transport across Europe. 

 

Figure 6. Average emission and background uncertainty  
defined by model spread for each station. All models are used to compute the spread of the 
emission errors, whereas background errors are computing based on four models only as 
STILT do not compute the influence of the background. Outliers are identified by their ID. 

6.2 Inversion outputs 

As mentioned in Sect. 4, we carried out 6 inversion experiments with different combinations 
of models and inversion methods, with all the rest of the configuration being identical. We 
present below how the different combinations perform compared to each other and how much 
their results deviate. 

6.2.1 Posterior fit to observations 

 

Figure 7. Taylor plot for each inversion method and model  
and for prior and posterior simulations. 



CoCO2 2021  
 

D5.3 Quantification of transport errors with an ensemble of inversions  19 

We present de-seasonalized Taylor plots for each combination of inversion method and 
transport model. Each point represents one station. All model under-estimate the variability of 
the observations in general. In particular, LMDZ has the smallest variability of all models, 
which is explained by the much lower resolution of the global model, compared to regional 
models.  

In all cases, posterior simulations are improved compared to prior, with no model clearly better 
than the other. 

 

6.2.2 Comparison of posterior fluxes 

Figure 8 compares posterior flux increments for each combination of inversion method and 
transport model, aggregated at the quarterly scale. 3D-VAR methods compute smooth 
increments relative to the 200 km correlation length prescribed in the inversions. By 
comparison, EnSRF results are very noisy, relative to the relatively small number of members 
compared to our application case at 0.1°x0.1° resolution. Nevertheless, posterior increments 
are overall consistent, with overall positive increments in summer over Europe. To reduce the 
noise in EnSRF results, one approach is to apply localization. While localization is available 
in the CIF, we have not utilized it here due to the need for further testing. 

 

 

Figure 8. Comparison of posterior increments per quarter of the year 2019 
and by inversion method and model. 

In Figure 9, we represent time series of posterior fluxes compared to prior fluxes. All 
model/method combinations  point to a shifted seasonal cycle compared to the prior. The 
maximum vegetation uptake is simulated in June or July after inversion, rather than in April or 
May prior to the inversion. In most regions, the inversion results are outside the prior 
uncertainties, pointing to a strong influence of observations, compared to the prior. When 
using the χ² statistics, we find a range of 2.5-10 for the various cases. As a reminder, the χ² 
statistics should ideally have a value of 1 if all statistics (in particular the observation and 
control vectors uncertainty matrices) are well defined. To fulfil the χ² requirement, one would 

need to multiply both observation and control vector uncertainties by √𝜒² . In such a case, 

the prior uncertainties would be increased by 50% to 300%, as well as observations. Thus, 
the inversions would limit the impact of observations and posterior fluxes would remain within 
the range of prior uncertainties. 
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Further experiments should be carried out to confirm that aspect, but the dense network in 
Europe allows the inversion to deduce posterior fluxes with little influence from the prior. This 
is not true for all regions, such as the Iberian peninsula, where no station is available and for 
which inversions do not deviate significantly and consistently from the background.  

 

Figure 9. Time series of prior and posterior natural fluxes by country and groups of countries. 
FRA=France, DEU=Germany, BENELUX=Belgium+The Netherlands+Luxembourg, 

SCAND=Norway+Sweden+Finland, IBER=Spain+Portugal, BRIT=United Kingdom+Ireland, 
ITA=Italie, CHE=Switzerland, AUT=Austria, POL=Poland, CZE=Czech Republic, HUN=Hungary, 

SVK=Slovakia. 

In regions with a dense network, the spread between inversions is generally smaller than the 
prior uncertainties. This points to a limited influence of the transport model and inversion 
method on the inversion results. This does not hold for regions with sparse networks such as 
the Iberian and Italian peninsulas. 

 

7 Conclusion 

In conclusion, this report presents the outcomes of a rigorous inter-comparison of models and 
inversion approaches facilitated by the Community Inversion Framework (CIF). Our focus was 
on an inversion study over Europe aimed at quantifying CO2 surface fluxes for the year 2019, 
utilizing surface measurements. Employing LMDZ, CHIMERE, STILT, ICON-ART, and WRF-
Chem, along with variational and Ensemble Square-Root filter inversion methods, our analysis 
revealed pronounced challenges associated with transport and methodology errors at the pixel 
scale, thereby limiting detailed analysis of CO2 inversion fluxes at the European scale to larger 
regions. 

Nevertheless, at the country scale, our findings indicate a general concordance among 
inversions employing different transport models and methods, particularly in regions proximate 
to the denser sections of the ICOS network. Notably, all inversions align on a peak vegetation 
uptake in June, contrasting with the prior model's assertion of May. 

The traceability and comparability assured by CIF for inversion cases greatly facilitate 
community-wide inter-comparison exercises, given the identical nature of all operations within 
the system, except for the transport model itself or the inversion method. This establishes a 
foundation for systematic and consistent assessment of uncertainties in inversions, laying the 
groundwork for future reporting. 
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Furthermore, we advocate for the widespread adoption of CIF as a fundamental component 
in upcoming emission monitoring systems. CIF's distinguishing feature lies in its efficient 
computation of the impact of both transport and methodological errors, an attribute particularly 
vital at smaller scales where uncertainties are more pronounced. 

To fortify inversion practices, we propose the inversion community embraces standardized 
methodologies and guidelines. A pivotal recommendation involves integrating systematic 
benchmark tests tailored to each application study. Our study emphasizes the significance of 
incorporating multiple transport models and inversion methods in these benchmarking 
processes, a multifaceted approach crucial for a comprehensive evaluation of the reliability of 
inversion results in specific application cases. 
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